Semi-Analytical Current Source Modeling of Near-Threshold Operating Logic Cells Considering Process Variations
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Abstract – Operating circuits in the ultra-low voltage regime results in significantly lower power consumption but can also degrade the circuit performance. In addition, it leads to higher sensitivity to various sources of variability in VLSI circuits. This paper extends the current source modeling (CSM) technique, which has successfully been applied to VLSI circuits to achieve very high accuracy in timing analysis, to the near-threshold voltage regime. In particular, it shows how to combine non-linear analytical models and low-dimensionality CSM lookup tables to simultaneously achieve modeling accuracy, space and time efficiency, when performing CSM-based timing analysis of VLSI circuits operating in near-threshold regime and subject to process variability effects.
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I. INTRODUCTION

Near-threshold (NT) operation regime has emerged as a particularly effective technique for reducing circuit power consumption [1]. According to [2], voltage scaling from super-threshold regime (e.g., 1.1V) down to the near-threshold regime (e.g., 0.5V) yields an energy reduction on the order of 10X at the cost of approximately 10X performance degradation. This data underlines the fact that, when the performance targets are low, the NT operation can result in a significant enhancement in circuit power efficiency. However, circuits operating in the NT regime are quite sensitive to the process-induced variations that emanate from the manufacturing process imperfections. It has been reported in [3] that, in a 90nm CMOS technology, the 3σ delay variation of a combinational logic block operating at 0.5V is 2.5 times higher than the 3σ delay variation of the same circuit operating at 1V. Therefore, the variability of the important parameters, such as the threshold voltage $V_{th}$ and effective gate length $L_{eff}$ should be carefully accounted for during the timing analysis of circuits operating in the NT regime.

Statistical static timing analysis (SSTA) is a well-known method to verify the timing of the circuits. Considerable efforts on SSTA with process variation have been invested in developing statistical gate delay models [4]–[11]. Among these models, current-source-based logic cell modeling (CSM) has been introduced to calculate the exact shape of the output signal waveform. The CSM method builds an equivalent circuit model of the logic gate using independent current sources and several equivalent capacitances. Values of the current sources and capacitances are pre-characterized and recorded into the standard CSM look-up tables (LUTs), in which the terminal voltages are used as index keys. The output waveforms are calculated in a discrete time manner using the pre-characterized LUTs, according to given input waveforms. CSM method achieves very high accuracy in producing output waveforms and calculating delays. In addition, during the evaluation phase, the CSM method accesses several pre-characterization LUTs to obtain values of currents and capacitances. Thus, it is much faster compared to the circuit simulator such as the HSPICE, which solves for these information iteratively all the time. Thanks to these capabilities, CSM methods are used in the timing analysis and effectively reduce the errors in delay calculation [8].

We consider two most important sources of the process variation: the Random Dopant Fluctuation (RDF), which affects the threshold voltage $V_{th}$; and the Line-Edge Roughness (LER), which results in variable effective channel length $L_e$. We derive accurate current-based cell models for standard logic cells operating in the NT regime subject to process variations. We adopt the current-based logic cell model that was previously developed for logic cells in the super-threshold regime from [9]. For the output parameter of interest (e.g., the cell’s output current), we derive analytical equations relating it to terminal voltages, nominal values and variations of process parameters. We perform the regression over the characterization data and store coefficients in analytic equations into LUTs. We demonstrate that the proposed method captures the driving current under process variations more accurately in the NT regime, compared to conventional methods. We also compare calculated output waveforms using proposed CSM method with HSPICE results considering the input noise and process variation. The waveforms obtained using the proposed CSM method for standard cells in Synopsys 32/28nm technology [13] and simple circuits operating in the NT regime achieve very high accuracy.

II. CSM IN THE NEAR-THRESHOLD REGIME

A. Equivalent Circuit Models of the Standard Logic Cells

We start from building the equivalent circuit model for the logic cells in the standard cell library. Without loss of generality, we consider three types of standard cells: inverter, two-input NAND gate (NAND2), and two-input NOR gate (NOR2). Figure 1 shows the equivalent circuit model for NAND2 (NOR2) under the single input switching assumption. Besides the input voltage level $V_i$ and the output voltage level $V_o$, the $V_x$ stands for the
The timing analysis using CSM consists of two phases in general: characterization phase and evaluation phase. In the characterization phase, an equivalent circuit model for each logic cell in the standard cell library is proposed and the accurate circuit simulators (e.g., HSPICE) are used to obtain the components at different samples of the input and output voltages. In the evaluation phase, the output waveforms are calculated using pre-characterized driving currents and equivalent capacitances, as well as values of the input voltages. We calculate the change of the terminal voltages after that time step by solving the differential equations. The accuracy of CSM methods depends on the sampling precision of the input and output voltages, i.e., step-size of $V_i$, $V_o$, and $V_X$ in the characterization phases.

To extend the CSM-based method into the NT regime, a key requirement is to appropriately capture variations of components in the equivalent model due to the process variation. A small change in the threshold voltage results in a large change in the driving current (and hence the gate delay). We propose an efficient way to construct the process variability-aware semi-analytical CSM for the standard logic cells based on the physical relations of currents, terminal voltages and other process parameters. We perform the characterization of the driving currents and equivalent capacitances for different voltage levels at all samples of process variation, e.g., $(-\Delta V_{th}, -\Delta L, \ldots, 0, \Delta L)$ and $(-\Delta V_{th}, \Delta V_{th}, \ldots, 0, \ldots, \Delta V_{th})$, where the maximum level of variation, $\Delta L$ and $\Delta V_{th}$, are determined by the process corner, and $K$ and $S$ are determined by the desired sampling precision.

### B. Modeling the Driving Current

We take the characterization of the inverter as an example, which has to voltage dependence $V_i$ and $V_o$. We characterize the driving currents for all possible combinations of $V_i$ and $V_o$ at every sample of process variation. At each $(V_i, V_o)$, we obtain the driving current of NMOS and PMOS, $I_{nmos}(V_i, V_o, \Delta L, \Delta V_{th})$ and $I_{pmos}(V_i, V_o, \Delta L, \Delta V_{th})$, respectively. We denote that in (1), the $V_{ds}$ and $V_{gs}$ are fixed and determined by $V_i$ and $V_o$. Based on (1), we fit the $I_{nmos}$ and $I_{pmos}$ with respect to $\Delta L$ and $\Delta V_{th}$ using the following form presented in [12],

$$I(V_i, V_o, \Delta L, \Delta V_{th}) = \frac{C(V_i, V_o)}{L_i} \cdot \exp(A(V_i, V_o) \cdot V_i^2 + B(V_i, V_o) \cdot V_i)$$

where $A(V_i, V_o)$, $B(V_i, V_o)$, and $C(V_i, V_o)$ are fitting coefficients. The dependencies of driving current on $V_{ds}$ and $V_{gs}$ in (1) are absorbed into these fitting coefficients. Equations (2) shows a current equation which involves the effective channel length $L_e$ and threshold voltage $V_{th}$.

1) Impact of Line Edge Roughness effect

LER effect causes variation of channel length, which subsequently results in the variation of driving currents due to two reasons: first, the current is inversely proportional ($-1/L_e$) to the channel length; and second, the $V_{th}$ also depends on the channel length according to the drain-induced barrier lower (DIBL) effect. This effect is described as,

$$L_e = L_0 + \Delta L$$

$$dV_{th}(L_e) = -\theta(L_e) \cdot (\Phi(L_e) + V_{th})$$

where $L_0$ is the intrinsic channel length and $\Delta L$ is channel length variation, $\Phi(L_e)$ and $\theta(L_e)$ are fitting parameters, and both of them have a strong dependency on the channel length. Coefficients $\Phi(L_e)$ and $\theta(L_e)$ in (3) are functions of $L_e$. For the sake of memory complexity, we perform a linear curve fitting on the parameters $\Phi(L_e)$ and $\theta(L_e)$ versus channel length $L$.

2) Impact of Random Dopant Fluctuation effect

RDF is another important variation source which causes the variability of the threshold voltage. Although the threshold voltage variation induced by RDF is proportional to the $(W/2L_e)^{1/2}$, the variation of channel length is typically small ($\sim 10\%$) and thus the dependency of RDF distribution on the channel length is negligible. Differentiate the RDF effect from the LER, we denote the threshold voltage variation caused by RDF as $\Delta V_{th0}$. Thus, the threshold voltage is given by,

$$V_{th} = V_{th0} + dV_{th0} + \Delta V_{th0}$$

where $V_{th0}$ is the original threshold voltage.

### C. Parasitic Capacitances Modeling

The equivalent CSM shown in Figure 1 consists of several non-linear voltage-dependent capacitances. Among them, $C_i(V_i, V_o)$ and $C_g(V_i, V_o)$ model the parasitic effects at the input and output nodes of the cell, while the Miller capacitance, $C_M(V_i, V_o)$ models the Miller effect between these two nodes. Both of the process variation sources affect all equivalent capacitances. The LER effect affects the physical capacitances as these capacitances are functions of the dimension of the transistors. For the RDF effect, the HSPICE simulation results show that equivalent capacitances at different $\Delta V_{th0}$ are different. We perform curve fitting to relate the equivalent capacitances to both of the process parameters for each $(V_i, V_o)$ combination using,

$$C_i(V_i, V_o) = C_{i0}(V_i, V_o) + a_s(V_i, V_o) \Delta L + a_n(V_i, V_o) \Delta V_{th0} + b_s(V_i, V_o) \Delta V_{th0} + b_n(V_i, V_o) \Delta V_{th0}$$

where $C_{i0}(V_i, V_o)$ is the nominal input capacitance in CSM, $\Delta L$ and $\Delta V_{th0}$ are variations of the channel length of PMOS and NMOS transistors. Similar fittings are performed for $C_o$ and $C_M$.}

### D. CSM Look-up Table Construction

After the characterization phase, we perform the curve fittings and record coefficients into the LUTs with index of interested voltage levels. In the evaluation phase, for the specific level of process variation, e.g., $\Delta L$ and $\Delta V_{th0}$, we use coefficient LUTs to reconstruct the standard CSM LUTs such as the ones in [6]. The standard CSM LUTs are used to calculate the output voltage waveform based on the given input voltage waveform, as shown in Figure 2. The standard 3D CSM LUTs are generated for NAND2 and NOR2 in a similar way.

The proposed semi-analytical CSM method produces low-dimensional LUTs and thereby significantly reduces the memory complexity, compared to recording standard CSM LUTs at all
samples of process variation. In practice, the variations of the process parameters are random and normally described using random distributions. In this case, the distribution of the process parameters such as $\Delta L$ and $\Delta V_{th}$ can be used to replace the deterministic values of $\Delta L$ and $\Delta V_{th}$ in this flow and generate accurate distributions of the standard CSM LUTs. With these distributions of the LUTs, we can calculate the output waveforms statistically. We plan to extend the proposed CSM method to perform SSTA in the future.

Figure 2. Flow of the proposed semi-analytical CSM method.

### III. EXPERIMENTAL RESULTS

We adopt Synopsys 32/28nm technology [13], in which the threshold voltages of the standard NMOS is 0.44V and that of the standard PMOS is -0.26V. We set the supply voltage to 0.5V so that the circuits are operated in the NT regime. To ensure that voltage characterization covers the range of the noise, we sweep the input and output voltage from -200mV to +700mV with the interval of 10 mV. We consider 10% variation on the process parameters $\Delta L$ and $\Delta V_{th}$, and perform characterization to more than 200 different samples of $\Delta L$ and $\Delta V_{th}$. The characterization is based on HSPICE, and the entire process for all logic cells takes about one hour on a Debian 7 machine with 16 Intel E7-8837 2.66 GHz CPUs and 64 GB memory.

We compare our work with two baseline process variation handling methods: (i) the CSM with first order correction like [9][8] and (ii) the CSM with second order correction of the process parameters like [10]. We compare proposed method and baseline methods to golden results generated using the HSPICE simulator. We first show the capability of the proposed semi-analytical CSM method in capturing the driving currents at different samples of process variation for the standard cells. After that, we show the improvement of proposed method in determining the output waveform under the noisy inputs. Finally, we demonstrate the accuracy of the proposed CSM methods in dealing with the delay calculation of a simple circuit under the process variation.

#### A. Driving currents under the process variation

Accurately capturing the driving currents is the key step in the CSM-based method. We first perform a complete characterization process over the standard logic cells for all interested terminal voltages and samples of process variation. We apply the proposed semi-analytical CSM method and generate the LUTs of fitting coefficients. We generate 2D coefficient LUTs with the index keys of $V_i$ and $V_o$ for the inverter, and 3D coefficient LUTs with the index keys of $V_i$, $V_o$, $V_{th}$ for the NAND2 and NOR2.

We compare the average value and maximum value of the error function of the driving currents captured by the proposed method and two baseline methods, as a percentage of the golden results for these three logic cells in Table 1, Table 2, and Table 3, respectively.

Table 1. Comparison of the driving currents captured by the proposed and baseline methods for the inverter.

<table>
<thead>
<tr>
<th>Inverter</th>
<th>Error %</th>
<th>Proposed</th>
<th>First-order</th>
<th>Second-order</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg</td>
<td>Max</td>
<td>Avg</td>
<td>Max</td>
</tr>
<tr>
<td>$I_{nmos}$</td>
<td>4.8</td>
<td>7.6</td>
<td>30.3</td>
<td>51.6</td>
</tr>
<tr>
<td>$I_{pmos}$</td>
<td>4.2</td>
<td>6.6</td>
<td>41.8</td>
<td>60.5</td>
</tr>
</tbody>
</table>

Table 2. Comparison of the driving currents captured by the proposed methods and baseline methods for the NAND2, single input switching on A (near output) and B (near ground), respectively.

<table>
<thead>
<tr>
<th>Inverter</th>
<th>Error %</th>
<th>Proposed</th>
<th>First-order</th>
<th>Second-order</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg</td>
<td>Max</td>
<td>Avg</td>
<td>Max</td>
</tr>
<tr>
<td>NAND2-A</td>
<td>1.7</td>
<td>6.8</td>
<td>10.4</td>
<td>55.9</td>
</tr>
<tr>
<td>NAND2-B</td>
<td>2.7</td>
<td>10.2</td>
<td>14.2</td>
<td>71.7</td>
</tr>
</tbody>
</table>

Table 3. Comparison of the driving currents captured by the proposed methods and baseline methods for the NOR2, single input switching on A (near output) and B (near $V_{dd}$), respectively.

<table>
<thead>
<tr>
<th>Inverter</th>
<th>Error %</th>
<th>Proposed</th>
<th>First-order</th>
<th>Second-order</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg</td>
<td>Max</td>
<td>Avg</td>
<td>Max</td>
</tr>
<tr>
<td>NOR2-A</td>
<td>1.6</td>
<td>7.6</td>
<td>7.8</td>
<td>45.0</td>
</tr>
<tr>
<td>NOR2-B</td>
<td>0.1</td>
<td>2.3</td>
<td>16.7</td>
<td>24.1</td>
</tr>
</tbody>
</table>

One can observe from these tables that in most cases the proposed CSM method outperforms the first-order or second-order variation handling methods. Although in general the second-order correction method gives good average error, it does not accurately capture the dependency of driving currents on the process parameters in the extreme variation conditions, i.e., the maximum error is much larger than that of the proposed method. Regarding the memory complexity, the proposed CSM method adopts three coefficients (i.e., A, B, and C in (2)), which is the same as the first-order correction but 50% less than six coefficients used in second-order correction.

#### B. Output waveform under the noisy inputs

We generate the standard CSM LUTs to calculate the output waveforms based on the pre-characterized LUTs. Having obtained the standard CSM LUTs, we calculate output waveforms for two example input profiles. Figure 3 and Figure 4 compare the calculated output waveforms with the waveforms obtained using HSPICE simulation, under a step input and a noisy input, respectively. In Figure 3, we simulate three cases of $\Delta V_{th}$ variation levels: -10mV, -30mV, and -50mV. As $\Delta V_{th}$ decreases, the falling delay decreases since the NMOS transistor, whose threshold voltage is positive, is discharging during the transition. This is opposite to the situation in Figure 4. One can observe that
for both input profiles, the proposed CSM method consistently outperforms baseline methods and reproduce the output waveform with very high accuracy. Although baseline methods occasionally perform well in some cases (50mV in Figure 4), due to the fact that the fitting error is uncontrollable, the baseline curves may over- or under-estimate the delays. For the examples, the proposed CSM method achieves up to 15.0% and 12.2% error reduction in delay calculation in these two cases, respectively, compared to baseline methods.

![Figure 3. Output waveforms for different CSM variation handling techniques under a step rising input at different threshold voltage variation levels: -10mV (solid), -30mV (dashed), and -50mV (dotted).](image)

![Figure 4. Output waveforms for different CSM variation handling techniques under a noise falling input at different threshold voltage variation levels: 10mV (solid), 30mV (dashed), and 50mV (solid).](image)

We use the proposed CSM method to analyze the timing behaviors of a 10-stage inverter chain operating in the NT regime, as shown in Figure 5. The variations of process parameter $\Delta L$ and $\Delta V_{th0}$ are assigned randomly for each inverter with maximum variation level of 10%. One can observe that mismatches between the HSPICE results and baseline waveforms accumulate with the number of stages. The delay errors of the baseline methods are 5.0% and 10.7%, respectively. In contrast, errors of the calculated waveform using the proposed CSM almost do not increase as the signal propagates. The proposed method shows a very high accuracy with an error of only 0.2% in delay calculation, compared to HSPICE results. The proposed CSM method shows the capability of maintaining the accuracy of the waveform even after many stages of the circuits.

![Figure 5. Output waveforms for a 10-stage inverter chain under local process variation.](image)

IV. CONCLUSION

The circuits operating in the near-threshold (NT) regime suffer a huge impact from the process variation. We proposed a semi-analytical Current Source Model (CSM) method to analysis circuits operating in the NT regime considering the process variation. We considered two variation sources, including channel length and threshold voltage. We characterized driving currents and equivalent capacitors in equivalent current-based circuit models at different variation situations for all voltage combinations. We analyzed driving currents under the process variation in the NT regime, and performed non-linear curve fittings to relate driving currents with respect to variation parameters. We stored fitting parameters in look-up tables (LUTs) and reconstructed LUTs of driving current and equivalent capacitor, according to the specific variation situation. Experimental results demonstrated very high accuracy in capturing the driving currents of the standard logic cells and significant error reductions in delay calculation of circuits in the NT regime.
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