Abstract

Reversible computing plays an important role in various research areas including quantum computing. Among open research problems, reversible circuit synthesis has recently received significant attention. In this paper, we propose a new non-search based forward-looking synthesis (FLS) algorithm for reversible circuits. Compared with the widely used search-based methods, FLS is guaranteed to produce a result and can lead to a solution with much fewer steps. Next, a forward-looking order independent synthesis (FLOPS) algorithm is introduced which uses several novel criteria to improve the FLS resulted cost. To evaluate the proposed algorithms, different circuits taken from the literature are used. The experimental results corroborate the expected findings.

1. INTRODUCTION

A fully-specified Boolean specification with the same number of inputs and outputs is called reversible if it maps each input assignment to a unique output assignment. As a result, the truth table of a reversible specification of size $n$ can be defined as a set of integers $\{0, 1, \ldots, 2^n - 1\}$ probably with different order. Figure 1 shows a possible reversible specification of size 3 with its integer representation.

$$\begin{array}{cccccc|c}
a_1 & a_2 & a_3 & f_1 & f_2 & f_3 & \text{Representation} \\
0 & 0 & 0 & 0 & 1 & 0 & 2 \\
0 & 0 & 1 & 1 & 1 & 1 & 7 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 1 & 1 \\
1 & 0 & 0 & 1 & 1 & 0 & 6 \\
1 & 0 & 1 & 0 & 1 & 1 & 3 \\
1 & 1 & 0 & 1 & 0 & 0 & 4 \\
1 & 1 & 1 & 0 & 1 & 1 & 5 \\
\end{array}$$

Figure 1 - A possible reversible specification of size 3, shaded box shows the integer representation of 2nd minterm.

Landauer [1] proved that using conventional irreversible logic gates leads to energy dissipation, regardless of the underlying circuit. Bennett [2] stated that to avoid power dissipation in a circuit, the circuit must be built with reversible gates. Today, reversible logic has received considerable attention in various research areas such as low power CMOS design [3], optical computing [4], quantum computing [5].

Reversible logic synthesis is defined as the ability to automatically generate a reversible circuit from a given reversible specification. The synthesis of reversible circuits is significantly more complex than the synthesis of traditional irreversible gates [6] and it is one of the most recent research problems.

In order to synthesize reversible circuits, various synthesis algorithms have been proposed yet. Among different algorithms, search-based methods [7], [8] have attracted more attentions where an extensive exploration is required. In other words, the time complexity of these algorithms limits their applications to small and medium size circuits.

In this paper, a non-search based synthesis method for reversible circuits is proposed which uses a forward-looking methodology to reach a result. The rest of this paper is organized as follows: in Section 2, basic concepts are presented. Previous work on reversible logic synthesis is reviewed in Section 3. Our forward-looking synthesis algorithm is presented in Section 4 and improved in Section 5. Experimental results are reported in Section 6 and finally, Section 7 concludes the paper.

2. Basic Concept

An $n$-input, $n$-output gate is called reversible if it realizes a reversible function. Previously, various reversible gates with different functionalities have been proposed [9], [10] and [11]. Among them, CNOT-based gates comprise an important class of reversible gates [12]-[20] which are also considered in this paper and denoted as follows:

**Definition 1:** An $n$-input, $n$-output CNOT gate $\text{CNOT}_g(x_1, x_2, \ldots, x_n)$ passes the first $n-1$ lines unchanged. These lines are referred to control lines. This gate flips the $n^{th}$ line if the control lines are all one. In other words, we have: $x_{\text{new}} = x_i \ (i<n)$, $x_{\text{new}} = x_n \oplus x_1 \oplus \cdots \oplus x_{n-1}$. Some authors (see [14]) assume that complementation can also be internal to a CNOT-based gate. Therefore, it is possible to have a $\text{CNOT}_g(a', b', c)$ gate to refer to $c_{\text{new}} = c \oplus a' \oplus b'$.
a(new)=a and b(new)=b. This assumption is also considered in this paper.

In the following section, previous algorithms for reversible circuit synthesis are reviewed.

3. Previous Work
Several algorithms have recently been proposed to synthesize a reversible circuit. Toffoli in [11] presented an algorithm to implement a function using CNOT-based gates. In [12], a new incremental approach was presented which uses shared binary decision diagrams for representing a reversible specification and measuring circuit complexity. The proposed algorithm selects reversible gates based on the complexity of the rest of logic. Some authors used transformation-based algorithms for reversible circuit synthesis [13]-[15]. However, these algorithms usually use local transformations to optimize the results of other algorithms.

Shende et al. [16] investigated a number of techniques to synthesize optimal and near-optimal reversible circuits that require little or no temporary storage. They also provided some properties about even and odd permutation functions. The authors of this paper [17] to propose a synthesis algorithm for reversible circuits. This method is used in other nodes searches [8]. However, these algorithms usually use local transformations to optimize the results of other algorithms.

As the size of a reversible circuit can be large, a practical algorithm for reversible circuit synthesis may become extremely difficult. Due to the lack of systematic method, search-based algorithms are widely used for reversible circuit synthesis where an extensive exploration is required to find a possible implementation of the circuit. This method is used in [7] to propose a synthesis algorithm for reversible circuits. This algorithm is further improved by the authors of this paper to reach a result within fewer node searches [8]. However, as search-based algorithms evaluate all possible gates to find an implementation of the circuit, they cannot be used to synthesize large functions.

Miller et al. in [20] considered the use of Rademacher-Walsh spectral techniques in order to guide the search process. In other words, a defined cost function is used to select the best possible candidate. However, because of the evaluation of all possible gates, their work is also limited to small circuits.

In the following section, we propose a non-search based synthesis algorithm for reversible circuits which uses a Forward-looking strategy to produce a solution for a given specification after several steps.

4. Forward-Looking Synthesis Algorithm
In order to propose our forward-looking synthesis (FLS) algorithm, several definitions and theorems are required. In this paper, the i^{th} input (output) variable is denoted as \( a_i \) (\( f_i \)). In addition, a general reversible specification of size \( n \) is shown as \( F(a_1,a_2,...,a_n) = (f_1,f_2,...,f_n) \).

Assume that a set of CNOT-based gates \( (g_1,g_2,..,g_k) \) is used to produce a reversible function \( f_i \) \( (i=1,...,n) \) from its corresponding \( a_i \) as shown in Figure 2. Since the circuit is reversible, one can use the same set of gates in reverse order, i.e. \( (g_k,g_{k-1},..,g_1) \), to produce \( a_i \) from \( f_i \). This fact is used in our synthesis algorithm as stated later.

![Figure 2- Producing n reversible functions from k reversible gates](image)

**Definition 2:** The application of a reversible CNOT\(_d(x_1,x_2,...,x_k)\) gate at the output side of a reversible specification \( F \) is called output translation. Therefore, after using several output translations each reversible function \( f_i \) will be transformed to its corresponding \( a_i \).

As each output translation is a reversible CNOT\(_d(x_1,x_2,...,x_k)\) \( k\leq n \) gate, the result of using an output translation will also be reversible. Furthermore, it can be easily verified that only one function (i.e. \( f_i \)) is changed at a time after using an output translation. Lemma 1 explains the results of using an output translation on a given reversible specification \( F \).

**Lemma 1:** (a) An output translation for a given specification \( F \), exchanges the location of \( 2^k \) \( (k=n-1) \) minterm pairs. (b) Conversely, exchanging the location of \( 2^k \) \( (k=n-m+1) \) minterm pairs with the following properties:

- all of the \( 2^k \) \( (k=n-m+1) \) minterms have the same value on their \( m-1 \) specific bit locations.
- the two minterms of each pair differ only in one bit position.

has the same result as applying an output translation CNOT\(_d(\bar{f}_1,\bar{f}_2,...,\bar{f}_m,\bar{f}_m)\) where \( \bar{f}_1,\bar{f}_2,...,\bar{f}_m,\bar{f}_m \) is applied to \( F \).

**Proof:** (Case a): Assume that an output translation CNOT\(_d(\bar{f}_1,\bar{f}_2,...,\bar{f}_m,\bar{f}_m)\) where \( \bar{f}_1,\bar{f}_2,...,\bar{f}_m,\bar{f}_m \) is applied to \( F \). It can be easily checked that using this translation changes \( \bar{f}_1 \) to \( \bar{f}_1 \oplus \bar{f}_m \). It is important to note that \( \bar{f}_k \) for \( k\leq (1..m) \) can also be a complemented function. As for \( 2^k \) \( (k=n-m+1) \) minterms, we have \( \bar{f}_1 \oplus \bar{f}_m = 1 \), by using this translation the location of \( 2^k \) minterms are changed. Furthermore, as an XOR gate is applied to \( \bar{f}_m \), the
locations of all \(2^n\) minterm pairs \(m_i : f_{\text{m}_{\text{m}n}} = 1 \) and 
\(m_j : f_{\text{m}_{\text{j}n}} = 0 \) will be exchanged.

(Case b): Since there are \(2^n (k=n-m+1)\) minterms which have the same value on their \(m-1\) bits, there are \(2^{k-1}\) minterm pairs each of which differs only in one bit position. Therefore, exchanging their locations has the same effect as applying an output translation \(\text{CNOT}_{\text{m}_{\text{m}n}} f_{\text{m}_{\text{m}n}}, f_{\text{m}_{\text{j}n}}, \ldots, f_{\text{m}_{\text{j}n}}, f_{\text{m}_{\text{m}n}} \text{id}_{\text{m}} = (1 \ldots n), m \leq n \)

It can be said that the goal of our FLS algorithm is to generate a set of output translations with a specific order which when applied to the reversible specification \(F\), generates \(a_i\) from \(f_i\). Figure 3 shows our synthesis algorithm.

Algorithm FLS

| Input: A reversible specification \(F (a_1, a_2, \ldots, a_n) = (f_1, f_2, \ldots, f_n)\) |
| Output: A set of reversible CNOT-based gates which when applied to \(F\) produces an identity function. |
| Notation: The \(f^i\) function (variable) of \(f^j\) minterm is denoted as \(f_{\text{m}n} a_{\text{m}n}\) |

\[
i = 1; \\
\text{repeat} \\
\text{for each minterm } m_j (j = 1 \ldots 2^n) \text{ do} \\
\text{FLS core} \\
\text{if } m_j \text{ is not visited then} \\
\text{mark the minterm } m_j \text{ as a visited minterm} \\
\text{select the minterm } m_{\text{m}n} \text{ which differs from } m_j \text{ in its } f^i \text{ variable} \\
\text{mark the minterm } m_{\text{m}n} \text{ as a visited minterm} \\
\text{if } m_{\text{m}n} \text{ is below } m_j \text{ then} \\
\text{exchange the locations of } m_{\text{m}n} \text{ and } m_j \text{ (Therefore } f_{\text{m}_{\text{m}n}} = a_{\text{m}_{\text{m}n}}) \\
\text{if } m_{\text{m}n} \text{ is above } m_j \text{ then} \\
\text{mark the minterm } m_{\text{m}n} \text{ as a visited minterm} \\
\text{end} \\
\text{until } f_{\text{m}_{\text{m}n}} = a_{\text{m}_{\text{m}n}} \text{ for each } i \in [1, m] \\
\]

Figure 3: Our FLS synthesis algorithm

It is worthwhile to note that at each step, the proposed FLS algorithm converts the current minterm of a reversible function to its corresponding input variable regardless of the previous movements. In other words, the algorithm uses a forward-looking strategy to reach a result. Consider the following example for more details:

**Example 1:** (Example 2 from [7]) Consider a reversible specification \(F (a_1, a_2, a_3) = (7, 0, 1, 2, 3, 4, 5, 6)\) defined as the first and the second columns of Figure 4. In this figure, similar shaded boxes are used to represent the corresponding minterms before and after each output translation.

**Step 1:** Select the first variable (i.e. \(a_1\)). Start with \(j=1\) and check the first minterm of \(f_1\) (i.e. 1) and \(a_1\) (i.e. 0). As these minterms are not equal, the 3\(^{rd}\) minterm of \(F\) (i.e. \(011\)) should be selected. Note that this minterm and the first one differ only in their first variable. Furthermore, the minterm \(011\) (the 3\(^{rd}\) minterm) is below \(111\) (1\(^{st}\)) in \(F\). Therefore, these two minterms are exchanged. Then, other minterms of \(f_1\) (i.e. \(j=2, 3, 4, 6\) and 7) are left unchanged. The third column in Figure 4 shows the specification of \(F\) after this translation.

**Step 2:** Select the second variable (i.e. \(a_2\)). Start with \(j=2\) and check the first minterm of \(f_2\) (i.e. 1) and \(a_2\) (i.e. 0). As these minterms are not equal, the 3\(^{rd}\) minterm of \(F\) (i.e. \(001\)) should be selected. Note that these two minterms differ only in their second variable. Furthermore, the minterm \(001\) (3\(^{rd}\) minterm) is below \(111\) (1\(^{st}\)) in \(F\). Therefore, these two minterms are exchanged. Then, the second and the forth minterms of \(f_2\) are equal to their corresponding \(a_2\) minterms. However, for \(j=5\), the second minterm of \(f_2\) (i.e. 1) and \(a_2\) (i.e. 0) are not equal. Therefore, the minterms \(101\) (the 5\(^{th}\) minterm) and \(111\) (the 7\(^{th}\) minterm) are exchanged. Finally, the 6\(^{th}\) and the 8\(^{th}\) minterm of \(f_2\) are equal to their corresponding \(a_2\) minterms. The forth column in Figure 4 shows the specification of \(F\) after this translation.

**Step 3:** Select the third variable (i.e. \(a_3\)). Based on the previous two steps and the proposed algorithm, it can be easily checked that the locations of all four minterm pairs (i.e. 1 & 2, 3 & 4, 5 & 6 and 7 & 8) should be exchanged. Since after the third translation, we have \(f_3 = a_3\) for each \(i \in [1 \ldots n]\), the algorithm is finished. The fifth column in Figure 4 shows the specification of \(F\) after this translation.

In order to find the CNOT-based implementation of each output translation, one can use the results of its previous translation to find each gate. Figure 5 shows the implementation of each output translation and the final circuit.

As each output translation changes only one \(f_i\) (\(i = 1 \ldots n\)), if the previous output translation placed the minterms of the \(f_i\) variable at their right locations, the current output translation applied to another variable would not change their locations. In other words, the
successor output translations do not destroy the predecessor results. Furthermore, it is important to note that based on Lemma 1, each output translation has an equivalent CNOT-based implementation. Therefore, the result of applying the proposed FLS algorithm is a set of CNOT-based gates which should be applied in reverse order to the variables \((a_1,a_2,...,a_n)\) to produce the reversible functions \((f_1,f_2,...,f_n)\).

**Theorem 1:** The FLS algorithm will converge to a possible implementation after several steps.

**Proof:** Consider a reversible specification \(F\) of size \(n\). Assume that after the \(k^{th}\) step, several minterms which are represented as a set \(\Sigma\), are placed at their right positions and in the \((i+1)^{th}\) step, the algorithm works on the \(k^{th}\) variable \((k \leq n)\). Suppose that the \(k^{th}\) variable of a minterm, i.e. the \(m^{th}\) \((m \in \Sigma)\) minterm, is not correct. Accordingly, the algorithm finds a minterm placed at location \(p\) which differs from the \(m^{th}\) minterm only in its \(k^{th}\) variable. If \(p \in \Sigma\) and \(p > m\), the algorithm does nothing to avoid instability in minterm locations. However, as the \(m^{th}\) minterm is placed at a wrong position (for example, the position of the \(q^{th}\) minterm, \(q \neq 2\)), there must be another minterm, i.e. the \(q^{th}\) minterm, which should be exchanged with the \(m^{th}\) minterm during the next steps. Therefore, the algorithm does not finish at the current step and the algorithm will reach the \((i+1)^{th}\) step, the algorithm works on the \(k^{th}\) variable \((k < n)\). Then, the \(k^{th}\) variable of the \(n^{th}\) minterm will be correct and the algorithm moves forward to check other minterms. As each output translation does not change the results of the previous ones, the algorithm will gradually place all minterms at their right positions. Therefore, the algorithm will lead to a valid result. □

By the previous theorem, we show that the proposed FLS algorithm converges after several steps. However, it may be possible to reduce the number of steps (i.e. cost) as shown in the following section.

5. **Forward-Looking Order indePendent Synthesis (FLOPS) Algorithm**

As shown in Figure 3, our FLS algorithm always begins with the first minterm of the first variable. Then, the second minterm is selected and this process is continued to reach the \(2^{nd}\) minterm. Again, the second variable is chosen and this process is repeated several times until all \(2^n\) minterms of the \(n\) output variables become the same as their equivalent input variables. Theorem 1 shows that the proposed FLS algorithm always converges to a result. However, the resulted cost may be very high.

In this section, we propose another forward-looking order indePendent synthesis (FLOPS) algorithm which considers at most \(n\) output translations to select the possible gate at each step of the algorithm. For the following paragraphs, the minterms of input variables are referred as input minterms (IM). Similar notation is used for output minterms (OM). In order to propose the FLOPS algorithm, the following definitions are required:

**Definition 3:** The distance of the \(k^{th}\) output minterm \(D_k\) is defined as \(\sum_{i=1}^{n} (b_{i}^{OM} \oplus b_{i}^{OM})\) where \(b_{i}^{OM}\) and \(b_{i}^{OM}\) represent the \(i^{th}\) bit of the \(k^{th}\) output and input minterms, respectively and \(n\) is the size of the circuit.

**Definition 4:** The maximum, minimum and total distance of a reversible specification are defined as \(D_{max} = \max (D_k)\), \(D_{min} = \min (D_k)\) and \(D_{total} = \sum_{k=1}^{n} D_k\), respectively.

Based on Definition 3, Definition 4 and Figure 1, it can be verified that \(D_{max} = 1\), \(D_{min} = 2\), \(D_{total} = 1\) and \(D_{total} = 1\). We also have \(D_{min} = 2\) and \(D_{total} = 10\). Figure 6 shows the FLOPS algorithm.

![Algorithm FLOPS](image)

**Algorithm FLOPS**

**Input:** A reversible specification \(F(a_1,a_2,...,a_n)\) -> \(f_1,f_2,...,f_n\)

**Output:** A set of reversible CNOT-based gates producing an identity function when applied to \(f\).

Repeat

for each output function \(f_i\) in \(f_1,f_2,...,f_n\)

if \(f_i\) has not been considered previously then
begin
run the FLS core temporarily (Figure 3)
calculate \(D_{max}\), \(D_{min}\) and \(D_{total}\).
end

select the function \(f_i\) with minimum \(D_{total}\).
if more than one exist then select the minimum \(D_{max}\) function.
if more than one exist then select the minimum \(D_{min}\) function.
if more than one exist then select the first one.
assign \(f_i\)
run the FLS core permanently (Figure 3)
until \(f_i = 0\) for each \(p < L \cdot n\).

![Figure 6- The FLOPS synthesis algorithm](image)

As shown in Figure 6, the FLOPS algorithm does not work on the output functions based on a predefined order as the FLS method. In other words, FLOPS tries to select the best possible function which results in further total distance reduction. If more than one function exists, the algorithm selects the one with the maximum \(D_{max}\) reduction. Similar selection criteria are also considered for the other cases as shown in Figure 6. It is important to note that the proposed selection metrics of the FLOPS algorithm have no effects on the result of Theorem 1. Therefore, it can be verified that the FLOPS algorithm also converges to a CNOT-based implementation.

As the synthesized result of the FLS algorithm for the specification of Example 1 is optimized, the FLOPS algorithm cannot produce a lower cost circuit for this case. Consider the following example for more details:

**Example 2** (Example 1 from [7]): A reversible specification \(F(a_1,a_2,a_3) = (1,0,3,2,5,7,4,6)\) is given. Figure 7 and Figure 8 show the results of the FLOPS
and FLS algorithms, respectively. As shown in these figures, only exchanged minterms are reported to save space. We also demonstrated the resulted CNOT-based gates in these figures. It is clear that the FLOPS algorithm reach a better circuit in fewer steps.

Table 1- The results of using the proposed synthesis methods compared with two recent methods [7][8]

<table>
<thead>
<tr>
<th>Circuit #</th>
<th>Reversible Specification</th>
<th>FLS Number of Steps</th>
<th>FLOPS Number of Steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(1,0,3,2,5,7,4,6)</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>(7,0,1,2,3,4,5,6)</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>(0,1,2,3,4,6,5,7)</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>(0,1,2,4,3,5,6,7)</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>(0,1,2,3,4,5,6,7,8,9,10,11,12,13,14,15)</td>
<td>15</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>(1,2,3,4,5,6,7,0)</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>(1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,0)</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>(0,7,6,9,4,11,10,13,8,15,14,11,12,3,2,5)</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>(3,6,2,5,7,1,0,4)</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>(1,2,7,5,6,3,0,4)</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>11</td>
<td>(4,3,0,2,6,5,1)</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>12</td>
<td>(7,5,2,4,6,1,0,3)</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>13</td>
<td>(6,2,14,13,3,11,10,7,0,5,8,1,15,12,4,9)</td>
<td>23</td>
<td>14</td>
</tr>
</tbody>
</table>

7. Conclusions

In this paper, a new forward-looking order independent non-search based synthesis algorithm was proposed which requires a few steps to synthesize a given reversible specification. In order to evaluate the algorithm, we used eight examples taken from the literature and five new ones that cannot be synthesized by one of the most recent search-based methods [7] and needs many steps to find a result [8]. It was shown that the proposed algorithm could lead to a result for all of the circuits very fast.
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Table 2- The synthesized results of our FLOPS algorithm for the attempted examples

<table>
<thead>
<tr>
<th>Circuit #</th>
<th>Output Translations</th>
<th>The synthesized circuits</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>See Figure 7</td>
<td>See Figure 7</td>
</tr>
<tr>
<td>2</td>
<td>{1&amp;8, 2&amp;3,4&amp;5,6&amp;7} [1&amp;7,3&amp;5] [1&amp;5]</td>
<td>(f_3 f_5 f_7 f_9 f_11 f_13 f_15 f_17)</td>
</tr>
<tr>
<td>3</td>
<td>{6&amp;8} [6&amp;7] [7&amp;8]</td>
<td>(f_3 f_5 f_9 f_11 f_15 f_17)</td>
</tr>
<tr>
<td>4</td>
<td>{4&amp;7} [5&amp;8] [4&amp;8] [5&amp;7]</td>
<td>(f_3 f_5 f_9 f_11 f_15 f_17)</td>
</tr>
<tr>
<td>5</td>
<td>{8&amp;9} [8&amp;15] [8&amp;9] [9&amp;15] [9&amp;13]</td>
<td>(f_3 f_5 f_7 f_9 f_11 f_13 f_15 f_17 f_19)</td>
</tr>
<tr>
<td>6</td>
<td>{1&amp;8,2&amp;3,4&amp;5,6&amp;7} [2&amp;8,4&amp;6] [4&amp;8]</td>
<td>(f_3 f_5 f_9 f_11 f_15 f_17)</td>
</tr>
<tr>
<td>7</td>
<td>{1&amp;16,2&amp;3,4&amp;5,6&amp;7,8&amp;9,10,11,12&amp;13,14&amp;15} [2&amp;16,4&amp;6,8&amp;10,12&amp;14]</td>
<td>(f_3 f_5 f_9 f_11 f_15 f_17)</td>
</tr>
<tr>
<td>8</td>
<td>{2&amp;14,3&amp;5,6&amp;10,7&amp;11} [2&amp;12,4&amp;10,6&amp;8,14&amp;16] [4&amp;12,8&amp;16] [7&amp;15] [6&amp;14]</td>
<td>(f_3 f_5 f_9 f_11 f_15 f_17)</td>
</tr>
<tr>
<td>9</td>
<td>{1&amp;6,4&amp;5} [2&amp;8] [2&amp;7] [4&amp;6] [5&amp;7,6&amp;8] [1&amp;2] [6&amp;8] [6&amp;7] [7&amp;8]</td>
<td>(f_3 f_5 f_9 f_11 f_15 f_17)</td>
</tr>
<tr>
<td>10</td>
<td>{1&amp;6,7,3&amp;4,5&amp;8} [1&amp;4,3&amp;6] [7&amp;8] [1&amp;7] [2&amp;3] [1&amp;8] [1&amp;3] [7&amp;8]</td>
<td>(f_3 f_5 f_9 f_11 f_15 f_17)</td>
</tr>
<tr>
<td>11</td>
<td>{2&amp;8,3&amp;4} [5&amp;6] [2&amp;5] [1&amp;2,6&amp;8] [1&amp;4] [4&amp;6] [2&amp;6]</td>
<td>(f_3 f_5 f_9 f_11 f_15 f_17)</td>
</tr>
<tr>
<td>12</td>
<td>{1&amp;8,2&amp;6} [4&amp;7] [1&amp;2] [5&amp;7] [1&amp;4] [2&amp;4]</td>
<td>(f_3 f_5 f_9 f_11 f_15 f_17)</td>
</tr>
<tr>
<td>13</td>
<td>{1&amp;15} [2&amp;9,5&amp;12] [4&amp;13,6&amp;16] [1&amp;2] [3&amp;7,4&amp;16] [5&amp;10,6&amp;13] [3&amp;9,4&amp;12] [5&amp;6,10&amp;13] [7&amp;15] [2&amp;6,5&amp;14] [2&amp;13] [6&amp;13] [5&amp;13] [9&amp;11]</td>
<td>(f_3 f_5 f_9 f_11 f_15 f_17)</td>
</tr>
</tbody>
</table>


