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ABSTRACT
The impact of dark silicon phenomenon on multicore pro-
cessors under deeply-scaled FinFET technologies is inves-
tigated in this paper. To do this accurately, a cross-layer
framework, spanning device, circuit, and architecture levels
is initially introduced. Using this framework, leakage and
dynamic power consumptions as well as frequency levels of
in-order and out-of-order (OoO) processor cores, and on-chip
cache memories and routers in a network-on-chip-based chip
multiprocessor system synthesized in 7nm FinFET technol-
ogy and operating in both super- and near-threshold voltage
regimes are presented. Subsequently, total power consump-
tions of multicore chips manufactured with (i) OoO and (ii)
in-order processor cores are reported and compared. Ac-
cording to our results, for a 64-core chip and 15W ther-
mal design power budget, 64% and 39% dark silicon are
observed in OoO and in-order multicores, respectively, un-
der super-threshold regime. These percentages drop to 19%
and 0% for OoO and in-order multicores operating in the
near-threshold regime, respectively. Furthermore, the high-
est energy efficiencies are achieved by operating in the near-
threshold regime, which points to the effectiveness of near-
threshold computing in mitigating the effect of dark silicon
phenomenon under deeply-scaled technologies.
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1. INTRODUCTION
Transistor dimensions have been shrinking in each tech-

nology generation, resulting in more transistors with faster
switching speeds in successive technology nodes. On the
other hand, in order to maintain the power density at a con-
stant level, the supply voltage, Vdd, must also be scaled down
by a similar factor as the feature size, which subsequently ne-
cessitates a reduced threshold voltage value, Vth. Decreasing
the Vth induces an exponential increase in the OFF (leak-
age) current of the underlying devices, an effect which is not
desired especially under nanometer technology nodes where
the leakage power is leading the chip power consumption. As
a result, Vth, and accordingly Vdd, are not scaling propor-
tionally with the feature size. This phenomenon has in turn
resulted in increased chip power density. However, our abil-
ity to remove heat from VLSI chips (using advanced packag-
ing and cooling technologies) is rather limited. Hence, con-
ventional processor performance scaling (which was mainly
achieved by boosting the clock frequency of compute cores
from one generation to next) has come to an end. Instead,
system designers try to achieve higher computational capac-
ity for their processors by integrating more cores onto the
same chip, each core operating at the same peak frequency
level as a previous-generation core. Clearly, achieving higher
performance with respect to single-threaded applications has
come to halt, although the performance on multi-threaded
applications and ability to execute multiple concurrent ap-
plications on the same chip has been increasing.

Unfortunately, a new limitation (typically referred to as
dark silicon phenomenon [11, 19, 17]) has arisen. This phe-
nomenon refers to the fact that although we have the silicon
real state on a die to integrate many cores onto the same
chip, many of the integrated cores cannot be powered up
at the same time, because the resulting power consumption
will create power densities that will exceed the acceptable
limits imposed on any die. The aforesaid limits are typically
captured as a thermal design power (TDP)1 for the chip. In
other words, even though by scaling-down to new technol-
ogy nodes and shrinking the transistor sizes, more cores can

1TDP is the maximum amount of power that chip can safely
dissipate through the cooling system.



be packed on a same-area chip, only a subset of cores can
be active at any time for a given TDP.

On the other hand, the chip industry is undergoing a tech-
nology shift from conventional planar CMOS transistors to-
wards quasi-planar FinFET devices [2, 6, 1]. This is because
of the improved (three-dimensional) gate control over the
channel which diminishes source and drain controls, thereby
reducing short channel effects [18]. Furthermore, a FinFET
device offers higher immunity to random variations which
mainly result from the undoped channel of FinFET devices
[14, 20]. Additionally, the minimum energy point and the
minimum energy-delay point of FinFET circuits occur at
supply voltage levels lower than that of planar CMOS coun-
terparts [13], enabling more aggressive voltage scalability
in FinFET-based circuit designs. Because of these advan-
tages, FinFET devices are currently recognized as a promis-
ing choice of device for deeply-scaled technologies, i.e., tech-
nology nodes beyond the 10nm regime [15].

It is predicted in [11] that regardless of the chip orga-
nization and topology, multicore scaling is power limited
and a significant portion of the fixed-size chip needs to be
powered-off, e.g., 50% in 8nm. This projection for future
technology nodes is in fact based on 2010 release of the
ITRS, which does not adequately consider the effect of the
transition from bulk CMOS to FinFET process technolo-
gies. To mitigate this shortcoming, we present a device-
circuit-architecture cross-layer framework to project multi-
core scaling and demonstrate the dark silicon phenomenon
in deeply-scaled FinFET technologies. More precisely, at
the device-level, we design and optimize FinFET devices
with gate length of 7nm using advanced device simulators
from Synopsys TCAD tool suite [5]. We then extract com-
pact Verilog-A models in order to perform fast gate- and
circuit-level simulations, and characterize a library of stan-
dard cells. Using this library of standard cells, we synthe-
size processor cores and network-on-chip (NoC) routers by
using Synopsys Design Compiler, and report their frequency
level and power consumption. Furthermore, characteristics
of cache memories are derived from a modified version of
CACTI with FinFET support [16].

In this paper, in order to study the effect of dark silicon
in future technologies, we consider the following multicore
platforms: (i) an out-of-order (OoO) multicore processor,
where each core is a Nehalem-based OoO processor, and (ii)
an in-order multicore processor, where each core is a LEON3
[3] microprocessor. According to our results, for a 64-core
chip and 15W TDP budget, 64% (19%) and 39% (0%) dark
silicon are observed in OoO and in-order processors, respec-
tively, under super-threshold (near-threshold) regime. For
a TDP of 20W, there is no dark silicon in both processors
operating in the near-threshold regime, and the amount of
dark silicon for super-threshold operation is reduced to 55%
and 22% for the OoO and in-order processors, respectively.

The rest of this paper is organized as follows. The cross-
layer design framework is introduced in Section 2, followed
by the dark silicon prediction methodology for deeply-scaled
technologies in Section 3. Prediction results are presented
in Section 4, and finally, Section 5 concludes the paper.

2. CROSS-LAYER DESIGN FRAMEWORK
Our objective is to estimate the power consumption of

major components of a multicore platform (i.e., processor
cores, on-chip cache memories, and NoC routers) in future
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Figure 1: The cross-layer design framework for
synthesizing/characterizing processor cores, NoC
routers, and cache memories using FinFET devices.

FinFET devices. Subsequently, we will use this information
to predict the amount of dark silicon in processors manufac-
tured with such deeply-scaled devices. To do this accurately,
we adopt a cross-layer design framework, spanning device,
circuit, and architecture levels, which is shown in Figure 1.
Details of this framework are described next.

2.1 Device-Level Design
FinFET devices [18] are currently viewed as the technology-

of-choice beyond the 22nm regime [2, 6, 1], due to the
improved gate control over the channel, and the reduced
leakage current, sensitivity to process variations, and short-
channel effects. As no industrial data is available, we build
and simulate 7nm FinFET devices using Synopsys Sentau-
rus Device, the advanced multidimensional device simulator
from the TCAD tool suite [5]. The gate length of our Fin-
FET devices is 7nm, with 1.5nm gate underlap on each side,
resulting in a channel length of 10nm. Furthermore, the
nominal operating voltage is 0.45V, the threshold voltage
is between 0.2V to 0.25V, and the subthreshold slope is
∼80mV/dec, for both NFET and PFET devices.
In this paper, we consider the following two supply voltage

operating modes: (i) super-threshold (ST) regime for high
performance operation, and (ii) near-threshold (NT) regime
for cases where the energy efficiency is the main concern.
Characteristics of 7nm FinFETs [10], and for comparison
purposes, 16nm PTM planar CMOS transistors [23] are re-
ported in Table 1 for both ST and NT operations. In both
regimes, the OFF current of 7nm FinFET devices is lower
than that of 16nm PTM counterpart, which is approximately
12× smaller in the ST regime, but only 2× smaller in the NT
operation mode. Basically, because of the negligible drain
induced barrier lowering (DIBL) effect in FinFET devices,
OFF currents of FinFET devices in ST and NT regimes are
almost identical. However, for 16nm planar CMOS devices,
the OFF current in the NT regime is ∼5× lower than that
of the ST regime.



Table 1: Characteristics of 7nm FinFET and 16nm planar CMOS (PTM) devices for super-threshold (ST)
and near-threshold (NT) regimes.

ON Current OFF Current ON/OFF
Device Operating Vdd (A/μm) (A/μm) Current Ratio Reference
Library Mode (V) NFET PFET NFET PFET NFET PFET

7nm FinFET ST 0.45 8.818e-04 5.504e-04 3.811e-08 5.782e-08 23,140 9,518
[10]

7nm FinFET NT 0.3 1.494e-04 1.366e-04 3.497e-08 5.675e-08 4,272 2,408
16nm PTM ST 0.7 1.397e-03 9.839e-04 4.884e-07 6.084e-07 2,860 1,617

[23]
16nm PTM NT 0.5 5.415e-04 3.621e-04 1.009e-07 9.081e-08 5,367 3,987

2.2 Circuit-Level Design
Based on device simulations, we also extract compact

Verilog-A models which serve as the interface between the
SPICE engine and the device simulator. These SPICE-
compatible Verilog-A models allow us to perform fast gate-
and circuit-level simulations, compared with the extremely
slow device-level simulations. An important application of
the Verilog-A models is to characterize a library of standard
cells which includes timing and power models as well as
layout information for a set of combinational (e.g., INV,
NAND, NOR, XOR) and sequential (e.g., latch and D-flip-
flop) logic gates [22]. This information is then stored in the
Liberty library format (.lib), and are later used in order to
synthesize logic circuits, such as processor cores and NoC
routers.

We also develop standard 6T and the more robust 8T
SRAM cells made of the 7nm FinFET devices, which will
be used as the main building blocks of cache memories. For
both 6T and 8T SRAM cells, we (i) derive the cell area
from the layout information in order to obtain the memory
density, (ii) measure the static noise margin (SNM) in or-
der to ensure the robust operation of the SRAM cell under
deeply-scaled technology nodes, and (iii) calculate the leak-
age power of the SRAM cell. SNM and leakage power of
SRAM cells are measured by SPICE simulations using the
Verilog-A models.

2.3 Architecture-Level Evaluation
We synthesize the LEON3 [3] seven-stage processor (with

cache memories excluded) and the Open Source NoC Router
RTL [7] (with 128-bit link width, and two virtual channels
per input port) based on the developed 7nm FinFET stan-
dard cell library. The LEON3 is a fully synthesisable VHDL
model of a 32-bit processor based on the SPARC-V8 RISC
architecture, and is selected as the in-order processor core in
this paper. However, for an advanced OoO core, we adopt a
Nehalem-based processor, and since we cannot find an RTL
description for such processor, the frequency and power con-
sumption are calculated using the McPAT tool [12]. Char-
acteristics of the Nehalem-based processor core are derived
under 45nm technology node, but are then scaled down to
7nm FinFET technology. In order to derive the appropriate
technology scaling factors, we use Synopsys Design Compiler
to synthesize several ISCAS bechmark circuits and proces-
sors using 45nm NanGate and 7nm FinFET standard cell
libraries (under both ST and NT regimes).

In order to characterize FinFET-based cache memories,
we use a modified version of CACTI tool [16], which also
supports 7nm FinFET devices as well as the standard 8T
SRAM cell. This modified CACTI tool also provides XML
files for introducing new technologies and/or devices. By us-

ing these XML interfaces, we are able to characterize cache
memories made of 7nm FinFET and 16nm planar CMOS de-
vices. Testing results on a 16KB L1 cache demonstrates that
4.6× per-access energy reduction and 13× leakage power
consumption reduction can be achieved when comparing
7nm FinFET and 16nm planar CMOS devices.

3. DARK SILICON PREDICTION
METHODOLOGY

The methodology that we use in order to predict the per-
centage of dark silicon in future multicore processors made
of deeply-scaled FinFET devices is described in this section.

3.1 Prediction Methodology for OoO Proces-
sors

We project OoO multicore scaling into 7nm gate-length
FinFET technology using the following procedure. We
adopt the Sniper [9] multicore simulator to execute var-
ious applications from the PARSEC [8] and SPLASH2
[21] benchmarks. We adopt a 64-core as the OoO multi-
core platform built in 45nm bulk CMOS technology, with
Nehalem-based cores, individual L1 data and instruction
caches with the following configurations: 32KB, 4-way,
3-cycle latency, 1-bank, LRU replacement policy, and indi-
vidual L2 cache with the following configurations: 256KB,
4-way, 6-cycle latency, 2-bank, LRU replacement policy.
The measured operating frequency of the OoO multicore
platform is 2.6GHz.

When projecting into 7nm gate-length FinFET technol-
ogy, we make the assumption that the projected multicore
processor with 7nm FinFET technology uses the same core
structure and L1/L2 cache configurations with the original
processor with 45nm bulk CMOS technology. More specifi-
cally, the L1 instruction/data caches and L2 cache still take
3 cycles and 6 cycles, respectively. Since the propagation
delay of logic circuits has better scalability with technology
nodes than cache memories, the clock frequency of the 7nm
FinFET processor will be dominated by cache latency. As
a result, the clock frequency of the 7nm FinFET 64-core
processor is determined from our modified CACTI tool and
is ∼5GHz. For the data path using 7nm FinFET technol-
ogy, we derive the dynamic energy consumption and leakage
power consumption from the circuit synthesis results and
power traces of the 64-core platform executing benchmarks.
Please note that the processing core with 7nm FinFET tech-
nology may have larger portion of slack time in each clock
cycle because the clock cycle is determined by the cache scal-
ing, and thus, the leakage energy consumption may be more
significant in this case.



Table 3: Frequency levels of the adopted processor
cores, and the NoC router under 7nm FinFET tech-
nology, for super-threshold (ST) and near-threshold
(NT) regimes. Frequencies are reported in GHz.

OoO In-Order
Component ST NT ST NT

Processor 5 3.03 2.86 1.52
Router 4 3.03 2.86 1.52

3.2 Prediction Methodology for In-Order Pro-
cessors

The in-order multicore platform is a 64-core processor,
made of LEON3 cores, with individual L1 data and in-
struction cache memories with the following configurations:
16KB, direct-mapped, 1-cycle latency, 1-bank, LRU replace-
ment policy, and individual L2 cache with the same config-
uration as that of the OoO multicore platform. In order to
have a single-cycle L1 cache, the operating frequency of the
in-order multicore platform is determined by the clock cycle
of the L1 cache memory, which is 2.86GHz (measured by
FinCACTI tool [16]). On the other hand, since the VHDL
description of the LEON3 is available, we can synthesize it
using our 7nm FinFET standard cell library. However, be-
cause LEON3 is a simple microprocessor, a scaling factor to
translate the power consumption of the LEON3 to an actual
processor is needed, which is described next.

We adopt a simple OoO processor, called mor1kx (Cap-
puccino implementation) [4], which is written in Verilog
HDL, and synthesize it using Synopsys Design Compiler
under our 7nm FinFET standard cell library. We then di-
vide the leakage and dynamic power consumptions of the
Nehalem-based core (obtained from McPAT) by the corre-
sponding power component of the mor1kx core (obtained
from Design Compiler) in order to derive the factor that
scales the power consumption of a simple processor to an
actual implementation. By multiplying this scaling factor
by the LEON3 results, we can obtain the power consump-
tion of a complex in-order processor. The reason that we are
interested in in-order multicore processors is because such
processors may be the future trend in many-core platforms.

4. RESULTS AND DISCUSSION
We assume that the multicore processor contains 64 tiles,

where each tile is comprised of a processor core (OoO or
in-order, depending on the type of the multicore proces-
sor), private L1 and L2 cache memories, and an NoC router.
Routers are arranged in a two-dimensional 8×8 mesh topol-
ogy. In this section, we adopt the following multicore plat-
forms: (i) OoO - ST, (ii) OoO - NT, (iii) in-order - ST, and
(iv) in-order - NT, where the first term denotes the type of
core, and the second term indicates the operating mode of
the multicore processor.

Table 2 reports the power consumptions of different com-
ponents of the adopted multicore platforms for the 7nm Fin-
FET technology. Frequency levels of the core and router for
each platform are also shown in Table 3. The OoO proces-
sor consumes 1.9× (2.1×) more power compared with its in-
order counterpart under the ST (NT) regime. On the other
hand, the total power consumption of the OoO (in-order) tile
has been reduced from 595mW (315mW) in the ST regime
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to 222mW (107mW) in the NT regime, resulting in 2.7×
(3×) power reduction. In fact, using in-order cores and es-
pecially operating at the NT regime significantly reduces the
power consumption, but this power reduction comes at the
cost of performance degradation.

Using the results of Table 2, power breakdowns of the
OoO and in-order tiles under ST and NT regimes are calcu-
lated and shown in Figure 2. Because of the architectural
complexity of the OoO core, the processor is the main com-
ponent of the power consumption of the OoO tile. However,
by moving to a simpler in-order core, L2 cache (because
of the high leakage power consumption) becomes the main
component of the power consumption of the in-order tile.
More precisely, the cache memory system (including L1 and
L2 caches) dominates the total power consumption of the
in-order processor.

We measure the total power consumption of the adopted
multicore platforms, assuming that a subset of cores, varying
from 8 to 64, are powered on (active) at the same time. For
this purpose, a parallelism penalty of 0.625% is added to
the total power consumption per core, which basically is



Table 2: Power consumptions of the OoO and in-order cores, L1 and L2 caches, as well as the NoC router
under 7nm FinFET technology, for super-threshold (ST) and near-threshold (NT) regimes. Pdyn, Pleak, and
Ptot denote the average dynamic, leakage, and total power consumptions, respectively. No parallelism penalty
is assumed for the reported power consumption of the 64-core platform in this table. All powers are reported
in mW.

OoO - ST OoO - NT In-Order - ST In-Order - NT
Component Pdyn Pleak Ptot Pdyn Pleak Ptot Pdyn Pleak Ptot Pdyn Pleak Ptot

Processor 151 124 275 22 70 93 19 15 34 2 7 9
L1 73 37 110 7 21 29 82 19 102 8 11 19
L2 10 93 104 1 55 56 10 93 104 1 55 56
Router 39 67 106 6 38 44 28 48 76 3 19 22
Tile 273 321 595 36 185 222 140 176 315 15 92 107
64-Core 38,052 14,178 20,188 6,816
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Figure 2: Power breakdowns of the OoO multicore processor in (a) super-threshold (ST) and (b) near-
threshold (NT) regimes, and the in-order multicore processor in (c) ST and (d) NT regimes under 7nm
FinFET technology.

due to the power overheads imposed by the cache coherency
protocol and network congestions in cases where more cores
are powered on. Results are illustrated in Figure 3. As can
be seen, the in-order multicore platform operating in the
NT regime results in the lowest power consumption, and
does not experience any dark silicon effect even with TDP
= 10W. In other multicore platforms, however, a portion of
the core should be powered off, pointing to the existence of
the dark silicon on chip.

In order to measure the effect of dark silicon in the
adopted multicore platforms, we use TDP = 15W and TDP
= 20W. Based on these TDP levels, the maximum number
of cores that can be active at the same time, the total power
consumption, and the percentage of cores that should be
left dark in each multicore processor are reported in Table
4. Based on this table, we make the following observations.
For TDP = 15W, 64% (19%) and 39% (0%) dark silicon
are observed in OoO and in-order multicores, respectively,
under the ST (NT) regime. However, increasing the TDP
budget to 20W reduces the amount of dark silicon to 55%
and 22% in OoO and in-order multicores operating in the
ST regime, respectively, but leaves no dark silicon under the
NT regime.

Finally, in order to make a conclusion, the performance as
well as the energy efficiency of the multicore platforms are
evaluated. For this purpose, performance of the processor is
defined as billion instructions per second, and is denoted by
GIPS = Nmax × fclk, where Nmax and fclk represent the
maximum number of active cores at any time and the clock
frequency of the processor, respectively. On the other hand,
the energy efficiency of the processor is defined as billion
instructions per second per watt (or billion instructions per

joule), and is denoted by GIPS/W = GIPS / Ptotal, where
Ptotal is the total power consumption of the multicore pro-
cessor when Nmax cores are active at fclk. Performance and
energy efficiency values of the adopted multicore platforms
are shown in Figure 4 and Figure 5, respectively. We can
observe that for TDP=15W, the OoO processor operating in
the near-threshold regime achieves the highest performance
as well as the highest energy efficiency among all adopted
multicore platforms. The highest energy efficiency under
TDP=20W is obtained by using the in-order processor op-
erating in the near-threshold regime, which is because of the
extremely low power operation of this platform.

These results point to the effectiveness of the near-
threshold operation in mitigating the effect of the dark
silicon phenomenon under deeply-scaled FinFET technolo-
gies. In fact, the near-threshold operation enhances the
performance by allowing more cores to be active at any
time, and hence enabling more aggressive parallelism, and
also increases the energy efficiency, because of operating in
the minimum energy operation point of the system.

5. CONCLUSION
We studied the effect of dark silicon in future FinFET

technologies for OoO and in-order multicore processors un-
der ST and NT operating modes. For this purpose, a device-
circuit-architecture cross-layer design and analysis frame-
work has been introduced, which is adopted in order to de-
rive the leakage and dynamic power consumptions as well
frequency levels of OoO and in-order processor cores, on-
chip L1 and L2 cache memories, and NoC routers. Accord-
ing to our results, for a 64-core chip and 15W thermal design
power budget, 64% (19%) and 39% (0%) dark silicon are ob-



Table 4: Prediction of dark silicon in different multicore platforms in 7nm FinFET technology under 15W
and 20W TDP values.

Multicore TDP = 15W TDP = 20W
Platform Max # of Total Dark Max # of Total Dark

Active Cores Power (W) Silicon Active Cores Power (W) Silicon

OoO - ST 23 14.957 64% 29 19.505 55%
OoO - NT 52 14.688 19% 64 19.140 0%
In-Order - ST 39 14.686 39% 50 19.912 22%
In-Order - NT 64 9.202 0% 64 9.202 0%
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Figure 5: Energy efficiency of different multi-
core platforms under 7nm FinFET technology for
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served in OoO and in-order multicores, respectively, under
the ST (NT) regime. Furthermore, performance and energy
efficiency results of the multicore platforms point to the ef-
fectiveness of near-threshold computing in mitigating the
effect of dark silicon phenomenon in deeply-scaled FinFET
technologies.
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